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Abstract
Makeup transfer (MT) aims to transfer the makeup style from a given reference makeup face image to a source image while preserving face identity and background information. In recent years, MT has attracted the attention of many scholars, and it has a wide range of application prospects and research value. Since then, many methods have been proposed to accomplish MT, most of which are based on Generative Adversarial Network methods. A taxonomy of existing algorithms in the field of MT is first proposed. Then, evaluation methods are proposed, existing methods are analysed, and existing datasets are introduced. This paper finally discusses the current problems in the field of MT and the trend of future research.

1 | INTRODUCTION

Facial makeup transfer (MT) aims to transfer makeup style from a given reference face image to another non-makeup face image while preserving the facial identity. Figure 1 shows the classic MT result. This is an interesting but challenging task. There is a need to pay attention to the process of MT: lipstick, eye shadow, foundation, blush etc. In addition, due to limited resources, it is impossible to really try all the makeup styles in a short period of time. Therefore, MT has received widespread attention and has become a recent research hotspot.

In recent years, deep learning has achieved good results in many fields. The proposed Tensorflow deep learning computing framework has further advanced the field of MT [1]. For example, pedestrian re-identification [2–7], face attribute recognition [8–11], mechanical device diagnosis [12], hyperspectral image classification [13–17], style transfer [18–23], smart grid [24, 25] etc. In addition, deep learning has also achieved good results in the field of MT, and currently, MT methods based on generative adversarial networks have become the mainstream methods in the field of makeup change. Style transfer is somewhat similar to the MT method, where the main concern of MT is the retention of identity.
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information and the overall effect after makeup application, while the style transfer method is more concerned with synthetic textures [26–29]. There are also methods for style transfer that generate non-realistic synthetic artwork [30–32]. To generate images with realism, some methods with structure preservation and style capture are introduced [33, 34]. InfoGAN [35] aims to learn interpretability in the potential space based on information regularisation. Some scholars [36–39] have tried to combine makeup transfers with recommender systems to meet users’ choices of makeup. To increase the realism of the generated images, some scholars [40–43] achieve it by rendering locally.

Many exploratory studies [44–47] have been done on MT in the beginning. Ojima et al. [48] use optical properties to simulate the application of cosmetics to the human face, which makes the skin appear smoother and more even. Leyva et al. use [49] post-modelling and fine-tuning of faces to improve the attractiveness score of faces while guaranteeing strong, unmistakable similarity to the original image. Guo et al. [50] proposed a face image-based makeup method, which is similar to the physical makeup method. First, the face image is divided into facial structure layer, skin detail layer, and colour layer. Although this method is effective, the process is cumbersome and the processing time is long. Scherbaum et al. [51] proposed an MT method based on 3D synthesis and recommended a computer-suggested makeup. Li et al. [52] proposed a new MT method by dividing the face image into reflective layers. After the reflective layer is obtained, it can be calculated through a physics-based reflective model, which can be effectively converted to the equivalent of a cosmetic product. This method reduces a lot of computation compared to the previous rendering, but the effect is limited.

With the advent of deep learning, some scholars [53–55] have used Convolutional Neural Networks (CNN) to accomplish MT task. Liu et al. [56] propose a novel Deep Localised Makeup Transfer Network to intelligently recommend the most suitable makeup for a female and synthesise the make up on her face. This method is an intensity-controllable MT method. First of all, it is necessary to recommend makeup, which is accomplished by calculating the Euclidean distance between the depth feature of the non-makeup picture and the makeup picture. Then, use Fully Convolution Network [57] for face parsing. Finally, the eye shadow, lips and face are transformed into makeup. Since the MT is carried out locally and lacks the balance of the overall makeup, the final transfer effect is limited.

The traditional MT methods and the MT methods [58–60] based on CNN [61] only consider the effect of the local and lack the consideration of the overall makeup. Although the final effect of MT can be achieved, the overall effect is relatively limited and looks unnatural. With the development of deep learning, more and more methods have been proposed to solve various problems. After the generative adversarial network (GAN) [62] was proposed, it has been widely used in the field of computer vision because it can not only avoid more complex calculations but also generate higher-quality images. At present, in the field of MT, the method based on GAN has become the mainstream method to solve the problem of MT [63].

The organisation of this paper is as follows. First, in the second section, we classify the GAN-based MT methods according to the principles of the methods. Then, in the third part, we introduce the commonly used loss function, which plays a crucial role in the effect of the final MT. In the fourth part, we introduce the commonly used datasets. In the fifth part, we introduced the commonly used evaluation indicators, the mainstream evaluation indicators, mainly divided into two categories, that is, qualitative evaluation indicators and quantitative evaluation indicators. In the sixth part, we point out the possible future directions of development in the field of MT. In the seventh part, we summarise the paper and classic MT methods.

In this paper, we aim to provide an overview of current advances in makeup transfer. Our contributions are threefold. First, we investigate, classify and summarise recent advances in the field of MT. Second, we summarise and evaluate existing methods. Third, we summarise current challenges in this field and propose directions on how to deal with them in future work.

2 | MAKEUP TRANSFER METHOD BASED ON GENERATIVE ADVERSARIAL NETWORK

Currently, GAN-based MT methods have become the main methods in the field of MT by their ability to output high-quality images and maintain the original identity information. In this paper, these methods are divided into five categories according to the different methods. The first category is MT methods with strong robustness, which are optimised for large expressions and poses and can still achieve great results in the case of poor expressions and head poses. The second category is supervised MT methods, which are not popular at present, because highly aligned image datasets before and after makeup are hard to collect. The third category is CycleGAN-inspired MT methods, many of which are inspired by CycleGAN to do the work. These methods
are unsupervised learning methods without a before and after makeup dataset, introducing two functions at the same time, one for makeup application and one for de-makeup. The fourth category is the MT methods optimised for high-quality images, which now have a better performance in terms of image quality compared to the other methods. The fifth category is other MT methods. As shown in Figure 2, we have summarised the important models in recent years in chronological order.

2.1 | Makeup transfer method with strong robustness

An MT method with strong robustness means that such methods are optimised for large expressions and poses; even in the case of large differences in facial expressions and poses, good results can be achieved. Representative works are LADN, PSGAN, PSGAN++ etc. Figure 3 shows the network framework diagram of PSGAN and PSGAN++.

**Figure 2** Timeline of representative work in the field of makeup transfer (MT). In the past 10 years, the research about makeup transfer has developed rapidly. Some methods are very instructive. For example, BeautyGAN applies pixel-level histogram losses on local regions. Moreover, it introduces cycle consistency and perceptual loss to preserve identity information and generate high-quality images.

**Figure 3** Framework diagram of the makeup transfer (MT) method with strong robustness. PSGAN and PSGAN++ all belong to the MT method with robustness. PSGAN is the first method to achieve shade-controllable, partial and pose/expression robust in MT field. PSGAN++ aims to address the issue that most make up methods cannot deal with the face images with big pose and expression difference.
2.1.1 | PSGAN

Large pose and expression MT has been a challenging problem until now. To address this problem, the authors of Ref. [64] propose a pose and expression robust spatially aware GAN (PSGAN). First, it separates the makeup of the reference image into two spatially aware makeup matrices using a compensation network. Then, the Attentive Makeup Morphing (AMM) module is introduced to help the pixels of the source image to be composed. Although, PSGAN produces partial colour difference when performing MT. PSGAN is the first MT model that can simultaneously achieve local, shade-controllable, and pose/expression robustness. PSGAN mainly uses adversarial loss, cyclic consistency loss, perceptual loss, and makeup loss to generate the image for constraint. These four losses are introduced in the third part of this paper. The authors introduce a new makeup transform dataset, Makeup-Wild, to better evaluate the model.

2.1.2 | LADN

The authors of Ref. [65] propose a local adversarial disentangling network for makeup application and removal. The authors merge local adversarial discriminators into the domain translation network for makeup application and disentanglement. Also, to ensure cross-cycle consistency, the potential makeup vectors need to be separated from the individual face images. Then, by increasing the number and overlapping local discriminators, a complex makeup style with high-frequency details can be achieved while preserving the original facial and identity information. LADN introduces an asymmetric loss. In Section 3, the asymmetric loss is introduced. By introducing this loss, the model can seamlessly transfer and remove dramatic makeup styles. LADN is an intensity-controlled MT method. Most previous methods only consider simple makeup styles. LADN [65] is the first MT method that considers face painting, blush, jewellery etc. However, the results are not particularly good. The authors also disclose a dataset (LADN Makeup).

2.1.3 | SOGAN

When there are shadows and occlusions in the face images, most makeup transfer methods cannot achieve great results. The authors of Ref. [66] proposed a new MT method called 3D-Aware Shadow and Occlusion Robust GAN (SOGAN). First, given the source and the reference faces, the 3D face model is fitted. The fitted model is decomposed into shape and texture, and after that, the texture branch is processed separately. In the texture branch, the authors map the texture into the UV space and apply the makeup by designing a UV texture. In addition, a Flip Attention Module is proposed to remove unwanted shadows and occlusions. At the same time, the authors introduce a Makeup Transfer Module to achieve precise makeup application. Finally, the authors illustrate the superiority of SOGAN compared to other methods through qualitative and quantitative experiments.

2.1.4 | PSGAN++

To address the problem that most models have difficulty controlling makeup intensity, the authors of Ref. [67] propose a pose and expression robust spatially aware GAN (abbreviated as PSGAN++). PSGAN++ is capable of performing detail-preserving makeup transfers and effective de-makeup. For makeup application, PSGAN++ uses Makeup Distill Network to propose makeup information, which is embedded in a spatially aware makeup matrix. The authors also devised an AMM module that specifies how the makeup in the source image is morphed from the reference image and a makeup detail loss to supervise the model within the selected makeup. For de-makeup, the authors introduce an Identity Distill Network for embedding the identity information into the identity matrix. Finally, the resulting makeup/identity matrix is sent to a Style Transfer Network for the final makeup application or removal. Also, to evaluate the effectiveness of the model, the authors collected an image dataset MT in the Wild (MT-Wild) and a Makeup Transfer High-Resolution dataset containing various poses and expressions. PSGAN++ is a makeup and de-makeup method that enables pose and expression robustness, localisation, controlled makeup level, and maintenance of details.

2.2 | Supervised makeup transfer method

These types of MT methods are often weakly supervised. These methods can eventually achieve good results with human adjustment, but their development is slow due to the lack of paired datasets for MT. The network framework diagram of CPM [68] and CA-GAN [69] is shown in Figure 4.

2.2.1 | CPM

The authors of Ref. [68] propose that the MT should include colour transfer and pattern addition. To achieve this, the authors propose a holistic approach that converts colours and patterns from the reference image to the source image. Until then, most approaches have ignored the pattern, focusing only on colour transfer. To fill this gap, a holistic framework for MT is proposed that can handle all makeup transfers. It consists of an improved colour transfer branch and a new pattern transfer branch to learn all makeup attributes, including colour, pattern, texture, and position. To train and evaluate the proposed model, the authors introduce a new MT dataset that contains extreme makeup styles, which are not previously considered. In the colour transfer branch, the network structure is similar to CycleGAN, while the histogram loss proposed by BeautyGAN is used. In the third part of this paper, the histogram loss is introduced. On the colour branch, a
supervised approach is used to propose makeup patterns. Notably, unlike previous methods, both their branches work on warped faces in UV space, thus discarding the discrepancy. The results of the two branches are fused to generate the desired output. It can overcome the limitations of LADN and can handle more complex makeup patterns and have some robustness to head pose.

2.2.2 CA-GAN

To achieve colour-controlled MT, the authors of Ref. [69] propose a GAN for controllable MT. The model is based on a colour regression loss combined with a novel background consistency loss. The model preserves the colour of non-target object attributes. CA-GAN does not require images with colour labels for training, as it can be trained by weak supervision. A new loss function is introduced in order to achieve control over the colour. The authors also propose a new dataset, the social media dataset, with a wider variety of skin tones, facial poses, and makeup colours than the previous dataset, MT. It is worth noting that the authors collected a more controlled dataset called lipstick dataset in order to better evaluate the model.

2.3 Makeup transfer method inspired by CycleGAN

In the past few years, CycleGAN [70] has worked well in many tasks. In the field of MT, many methods are implemented based on CycleGAN’s framework in 2D image space. With this type of method, two functions are usually trained at the same time, one for applying makeup and one for removing it. The network framework diagram of BeautyGAN and Pair-edcycleGAN is shown in Figure 5.

2.3.1 BeautyGAN

Before BeautyGAN was proposed, automatic MT methods could be roughly divided into two categories: the first was traditional image processing methods with image gradient editing and physics-based operations, and the second was deep learning-based methods, and these were usually based on deep neural networks. The previous methods are basically simple combinations of make-up styles, which look unnatural overall and often have more obvious flaws at the combination. To address this problem, the authors of Ref. [72] proposed BeautyGAN. In makeup transfer relative to the previous style transfer, there were two main differences. The first one is a domain style transfer, while MT requires instance-level transfer. Therefore, using CycleGAN cannot achieve good results. The second one is that MT requires a transfer method with higher accuracy. In other words, it is not only necessary to look harmonious on the whole but also to achieve good results in the local area. To solve this problem, the authors introduce pixel-level histogram loss to constrain the similarity. The perceptual loss and cycle consistency loss are used to constrain the preserve identity. Finally, the authors also propose a new dataset, the MT dataset.
2.3.2 | PairedCycleGAN

Inspired by CycleGAN, the authors of Ref. [71] propose a cycle-consistent GAN by proposing two asymmetric functions. One is responsible for makeup and the other for de-makeup. It is an unsupervised method that eliminates a large number of preprocessing steps compared to previous methods based on image processing. PairedCycleGAN trains three generators and discriminators for each facial component. In addition, the proposed de-makeup network $F$ can remove detected cosmetics to recover the original face. The main uses are adversarial loss, identity loss, and style loss. The authors conclude by proposing further applications of the PairedCycleGAN model, such as automatic ageing, automatic de-ageing etc.

2.4 | Makeup transfer method optimised for high-quality images

This type of method can achieve a good effect of MT and can output a high-quality image in the end. However, the robustness of these methods is poor, and the effect of MT is poor when the facial pose and expression changes are large. The network structure of DMT [73] and RAMT-GAN [74] is shown in Figure 6.

2.4.1 | DMT

Inspired by disentangled representation, the authors of Ref. [73] propose a GAN DMT for MT in different scenarios. The model includes an identity encoder and a makeup encoder, and a decoder is used to reconstruct the face based on the output of both encoders. In addition, a distinguisher is used to identify the faces to achieve a high-quality face output. It is worth noting that the framework of DMT, which can implement different MT scenarios, includes pairing, interpolation, blending etc.

2.4.2 | RAMT-GAN

Most of the current makeup transfer methods lack the generated face images with poor quality. The authors of Ref. [74] proposed a GAN-based makeup transfer method, called RAMT-GAN. This is an unsupervised method to achieve realistic and accurate MT. While completing MT, background information and face identity are preserved. To address identity-shift and background-change, the authors introduce two loss functions. Finally, it is experimentally shown that the proposed method outperforms several existing methods in terms of image quality.

2.5 | Other makeup transfer methods

In addition to the four types of methods introduced above, there are some other methods that can also achieve the effect of MT. For example, SGCAN, which can achieve accurate MT, and BeautyGlow, which is the first glow-based MT method, can finally generate high-quality makeup images. The network framework diagram of BeautyGlow is shown in Figure 7.
2.5.2 | BeautyGlow

Due to the huge number of makeup combinations, in order to achieve on-demand makeup, the authors of Ref. [76] proposed BeautyGlow. BeautyGlow is the first Glow-based MT model. Inspired by Glow, the authors help training by building new transfer matrices and loss functions. BeautyGlow can decompose the latent vectors of face images derived from the Glow model into makeup and non-make-up latent vectors. Makeup and de-make-up are done by manipulat the latent space. In order to obtain better results for the MT, the authors introduce a series of loss functions to guide the function decomposition to help generate high-quality MT images. Notably, the authors use perceptual loss. What's more, intra-domain loss and inter-domain losses are designed for ensuring the after-make-up image and de-make-up image. Makeup loss is used for extracting the features of makeup. Circular consistency loss is used to maintain facial and makeup information.

3 | INTRODUCTION TO THE LOSS FUNCTION

The loss function plays a key role in the quality of the final generated image. Not only can the loss function be used to measure the difference between the synthetic portrait image and the reference makeup but it can also be used to constrain the identity and makeup information. Through systematic literature research, the commonly used loss functions are summarised in this paper. They mainly include makeup loss, adversarial loss, and cyclic consistency loss. To facilitate the description, $X$ and $Y$ are used in this section to denote the
source image domain and the reference image domain, respectively. \( c \) refers to the target colour of the makeup style, \( G \) represents the generator, and \( D \) represents the discriminator.

3.1 | Adversarial loss

In order to improve the quality of the final image generation, based on the principle of fighting against loss, the authors introduce a generator and a discriminator. These two, in a continuous game, are continuously trained, and as the number of iterations increases, the generated image of the generator gets closer and closer to the real image, thus achieving the effect of improving the quality of the image. In any GAN problem, the authors use adversarial loss, whose goal is to make the generated image indistinguishable from the real image. For the discriminator, the authors use the adversarial loss described in Equation (1), and for the generator, the authors use the adversarial loss described in Equation (2):

\[
L^D_a = \frac{1}{n} \sum_{i=1}^{n} D_p(G(x_i, c_i)) - \frac{1}{n} \sum_{i=1}^{n} D_p(x_i) + \lambda_{ggp}(D) \quad (1)
\]

\[
L^G_a = -\frac{1}{n} \sum_{i=1}^{n} D_p(G(x_i, c_i)) \quad (2)
\]

where \( D_p \) is the positive classification output of the discriminator and \( \lambda_{ggp}(D) \) is the weighted gradient penalty term computed on \( D \).

3.2 | Cycle consistency loss

The acquisition of the triplet data (source image, reference image and transmission image) is difficult. Therefore, the network is usually trained in an unsupervised manner. In order to maintain the facial and makeup information, two cycles of consistency loss are also designed in the latent space. Specifically, if the authors multiply the latent vector of the make-up, that is, \( I^r_y \), with the transfer matrix \( W_r \), it should be close to the facial latent vector of the source image, that is, \( F^s_y \). On the other hand, if the authors multiply with \( (I-W) \), it is considered to be close to the constitutive latent feature of the reference latent feature. Thus, the loss function can be written as

\[
\mathcal{L}_{cyk} = \| F^s_y W - F^s_y \|_2 + \| L^r_y (I - W) - M^r_y \|_2 \quad (3)
\]

3.3 | Perceptual loss

When performing the MT task, the identity information of the makeup images needs to be preserved. Therefore, the identity information of the source images needs to be guaranteed by introducing a perceptual function. In contrast to the direct calculation of the difference between the pixel-level Euclidean distance, the perceptual loss is used to compare the activation of the source image and the image generated by the hidden layer using a VGG-16 [77] model pre-trained on ImageNet. Let be the output of the VGG-16 model at layer \( l \) and introduce perceptual loss to measure the difference in loss:

\[
L^p_v = E_{x \sim p_x} p_y [||F_l(G(x, y)) - F_l(x)||_2]
+ E_{x \sim p_x} p_y [||F_l(G(x,y)) - F_l(y)||_2] \quad (4)
\]

where \( x \) is the sample selected from \( x \) according to the distribution \( p(x) \) and \( y \) is the sample selected from \( y \) according to the distribution \( p(y) \).

3.4 | Makeup loss

The overall makeup loss consists of four local histogram losses acting on the face, lips, eyes and eyebrow areas.

\[
L_{mn} = \lambda_{face} L_{face} + \lambda_{lip} L_{lip} + \lambda_{eye} L_{eye} + \lambda_{brow} L_{brow} \quad (5)
\]

where \( \lambda_{face}, \lambda_{lip}, \lambda_{eye} \) and \( \lambda_{brow} \) are weighting factors. To further encourage the network to convey the makeup components of each face, the constraint of makeup style consistency should be considered in the network. Spatial histogram matching of the reference image and the generated image is performed by multiplying the image with the corresponding binary mask, and a face resolution model is used to obtain the face bootstrap mask \( M_{item} = FP(x) \), where item \( \in \{ \text{ lips, eye, face, brow } \} \). Thus, the local histogram loss is defined as

\[
L_{item} = \| F^s_{src} - HM(L_{src} \circ M^1_{item}, I_{ref} \circ M^2_{item}) \|_2 \quad (6)
\]

\[
M^1 = FP(I_{src}), M^2 = FP(I_{ref})
\]

3.5 | Other loss

3.5.1 | Identity loss

Identity loss is introduced in order to maintain the identity information of the source image during the MT. The principle of identity loss is similar to the cyclic consistency loss introduced earlier. The identity-preserving loss function is roughly defined to minimise the identity gap between the input image and the reconstructed image, thus preserving the identity of the face. First, a face resolution mask needs to be used. For each input image \( x \), the trained face resolution model generates an index template \( M \) that represents several facial locations, including lips, eyes, eyebrows, facial skin, background etc. The original foreground mask \( M_{src} \) is multiplied with \( I_{src}, I_{ref} \) to obtain two foreground images \( f_{ref, src} \), and the absolute difference is calculated using \( L1 \) parametric loss:

\[
\]
3.5.2 | Style loss

Style losses are used to ensure the successful migration of the details of a specific makeup style. Since the previous losses limit the output of $G$, they are not sufficient to ensure successful transfer of the details of a specific makeup style $Y^p$. For this reason, PairCycleGAN proposes two style losses, $L_1$ reconstruction loss $L_S$ and style discrimination loss $L_{Ds}$. First, $L_S$ is used to ensure that the closer the reconstructed image of the reference image to the reference image, the better the formula

$$L_S = \mathbb{E}_{x \sim p_X, y \sim p_Y}[\|G(F(y^p), G(x, y^p)) - y^p\|_1].$$

(8)

Using $L_1$ loss in the pixel domain can help convey the overall structure and colour (e.g. the shape of the eyebrows and the gradient of the eye shadow) but can lead to blurred results that do not convey sharp edges (e.g. eyelashes and eyeliner). Therefore, it is necessary to add an auxiliary discriminator $D_S$, which determines whether a given pair of faces is made up or not. The loss function of the auxiliary discriminator $D_S$ is

$$L_p = \mathbb{E}_{x \sim p_X, y \sim p_Y} [\log D(x, y, W(x, y^p))] + \mathbb{E}_{x \sim p_X, y \sim p_Y} [\log(1 - D(x, y, G(x, y^p)))]$$

(9)

3.5.3 | Asymmetric losses

While lighter styles of MT tasks mainly involve the recolouring of eyeshadows and lips, extreme makeup styles present new challenges in this issue. On the one hand, extreme makeup styles contain high-frequency components and the network needs to distinguish other high-frequency facial textures (e.g. eyelashes). On the other hand, in some extreme de-makeup cases, it is difficult to observe the original facial colour of a person in the image after de-makeup, which requires the network to reconstruct the facial skin colour without makeup. To address these challenges, the authors add a higher-order loss $L_{ho}$ in the MT branch to help transfer high-frequency details and a smoothing loss $L_{smooth}$ in the de-makeup branch, which is based on the assumption that facial colours after de-makeup are usually smooth.

Higher-order loss: Since the distorted image $W(x, y)$ retains most of the texture information of the makeup-style (colour change and edges) of the reference image $y$, the authors calculate the higher order loss by applying a Laplace filter to the local block, which is calculated as

$$L_{ho} = \sum_k b_k \left\| f(p_k^W) - f(p_k^Y) \right\|_1$$

(10)

where $b_k$ is the weight of the local block and $f$ is the Laplacian filter.

Smoothing loss

In contrast to the makeup transfer result $(y)$, the authors do not want the unmakeup result $(x)$ to have high-frequency details. Instead, it should be smooth in the local part. Therefore, the authors apply a smoothing loss to $x$, which is calculated as

$$L_{smooth} = \sum_k \left\| f(p_k^X) \right\|_1$$

(11)

where $p_k^X$ is the local block of the de-makeup image, $s_k$ is the weight of this local block, and $f$ is the Laplacian filter. Unlike the higher order losses, the weights for the eye region need to be smaller to preserve the high-frequency texture around the eyes. For the cheek and nose regions, larger weights need to be given so that these regions are smoother. The smoothing loss constrains the high-frequency texture to appear in $x$, while the higher-order loss tries to merge that weight into $y$. By introducing these asymmetric losses, the authors are eventually able to generate makeup images with nice effects.

3.5.4 | Loss of makeup details

In the MT task, makeup loss, while providing constraints at the face region level, this absence makes it difficult to migrate some makeup details, such as highlight and blush. To address this problem, PSGAN++ proposes a novel makeup detail loss. First, the authors apply the dense facial alignment method to detect the dense facial feature points of source image $x$ and reference image $y$. Then, the authors select $K$ feature points located in the makeup detail region, that is, nose and cheeks, and compose them into makeup detail markers $L_x$ and $L_y$. Finally, the makeup detail loss is calculated by the selected $K$ feature points. The makeup detail loss is calculated as the difference between the corresponding makeup detail feature points between the MT image $T(x, y)$ and the reference image $y$, which is calculated as

$$L_{det} = \mathbb{E}_{x \sim p_X, y \sim p_Y} \left[ \sum_k \left\| T(x, y)_k - y_k \right\|_1 \right]$$

(12)

where $T(x, y)_k$ and $y_k$ denote the pixel values of the corresponding $K$th feature point in $T(x, y)_k$ and $y_k$, respectively.

3.5.5 | Histogram matching loss

The purpose of histogram matching loss is to match the colour distribution of the reference image $y$ after MT with the source image $x$. It is the key loss function proposed by BeautyGAN for migrating makeup colours in the makeup region. Directly applying the pixel-level histogram of both images with the mean square error loss does not achieve the optimisation purpose, because the gradient can be obtained as 0 according to the relationship of the indicator function. Thus, the authors use the
histogram matching strategy to change the histogram of the source image by using the histogram matching function for matching the reference image in the pre-defined regions, including facial skin, eye shadow and lips, where the total loss is the weighted sum of the losses in each region and is calculated as

\[ L_{\text{last}} = \lambda^{\text{skin}} L^{\text{skin}}_{\text{last}} + \lambda^{\text{eyes}} L^{\text{eyes}}_{\text{last}} + \lambda^{\text{lip}} L^{\text{lip}}_{\text{last}} \]  \hspace{1cm} (13)

where \( \lambda^{\text{skin}} \), \( \lambda^{\text{eyes}} \), and \( \lambda^{\text{lip}} \) are adjustable hyper parameters, respectively. The loss represented by each of these parameters is the difference between the makeup-migrated reference image and the histogram-matched image, which is calculated as

\[ L^{i}_{\text{last}} = \| T^{\text{inc}}_i \odot \Gamma_i - HM(T^{\text{m}}_i \odot \Gamma_i, T^{\text{m}}_i \odot \Gamma_i) \| \]  \hspace{1cm} (14)

where the symbol \( \odot \) denotes the pixel-by-pixel multiplication, and \( \Gamma_i \) and \( \Gamma_i^\prime \) denote the segmentation masks of \( i \) regions in the source and reference images, respectively.

4 | INTRODUCTION OF THE DATASET

The rapid growth in the field of MT has been made possible by the advent of generative adversarial networks and a large number of high-quality datasets. The availability of high-quality datasets has allowed research to advance rapidly. As new methods have been proposed, the datasets have changed considerably. The datasets can be broadly divided into two types, one with paired pre-makeup and makeup and the other with unpaired datasets. With the development in the field, the methods based on image processing and supervised data requiring paired data are gradually replaced by GAN-based methods. At the same time, a large number of new datasets have emerged, with three differences relative to the previous ones. First, a larger number of large models with better results emerge, but a larger number of datasets are needed for training; second, higher quality images; and third, higher resolution images. We list the commonly used MT datasets in Table 1.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Commonly used makeup transfer datasets in makeup transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>Dataset</td>
</tr>
<tr>
<td>1</td>
<td>YMU</td>
</tr>
<tr>
<td>2</td>
<td>VMU</td>
</tr>
<tr>
<td>3</td>
<td>Makeup transfer(MT)</td>
</tr>
<tr>
<td>4</td>
<td>LADN</td>
</tr>
<tr>
<td>5</td>
<td>Makeup - Wild</td>
</tr>
<tr>
<td>6</td>
<td>CPM</td>
</tr>
</tbody>
</table>

4.2 | LADN makeup

Previously face image datasets are usually more suitable for recognition or identity verification tasks, and only a few makeup datasets are publicly available and have low resolution or image quality. To solve this problem, the authors propose the LADN Makeup dataset. The generation process of this makeup dataset is roughly given as follows: first, unobstructed facial images are collected from the Internet. Then, non-frontal faces are filtered out, and finally 333 pre-makeup images and 302 post-makeup images are included. In order to obtain some extreme makeup looks, 115 additional extreme style makeup images were added manually.

4.3 | Makeup-Wild

Makeup-Wild was introduced in 2020, along with PSGAN. Prior to that, most of the makeup datasets contained only positive data of neutral expressions. To solve this problem, the authors first collected a large number of face images from the Internet, after which the images with positive or neutral expressions were manually removed. Then, the size of the images was cropped to a resolution of 256 \( \times \) 256 size. Finally, 403 makeup images and 369 non-makeup images containing various poses and expressions and complex backgrounds of faces were obtained.

4.4 | CPM

CPM is a dataset with diversity; it contains four sub-datasets called CPM-Real, CPM-Synt-1, CPM-Synt-2 and Stickers. CPM-Real is a dataset with real faces and with extreme styles of makeup. It has very diverse makeup styles and contains both colour and pattern makeup styles. To obtain this dataset, the authors first obtained the initial images from the web using keywords, then detected and cropped the faces using the MTCNN [78] face detector, discarding face images with a resolution of less than 150 \( \times \) 150. Then, the low-quality face images were manually removed, and finally a CPM-Real makeup dataset containing 3895 face images was obtained, which was mainly used for conducting tests. CPM-Synt-1 is a synthetic face image dataset. First, some patterns were
collected from the web as Snickers dataset. The Snickers dataset contains 577 high quality images. After that, these patterns are suitably applied to the MT dataset to finally get 5555 images after makeup. The CPM-Synt-2 dataset is mainly a synthetic dataset for the evaluation of makeup effect. The CPM-Synt-2 consists of 1625 ternary images, and each set of images contains the source image, the reference image, and the pattern corresponding to the ground-truth.

4.5 Example of dataset partitioning for makeup transfer

To help the less experienced reader understand the use of datasets in MT tasks, we will present an example of an MT task. Most of the current datasets in the field of MT are unsupervised datasets, which are further subdivided into datasets that have paired face images or not. For example, YMU and VMU are both images with before-and-after makeup pairing, which are from the same face, while the surrounding conditions are relatively constant to ensure that fewer variables are changed. However, these MT methods that require before-and-after paired images are currently obsolete due to too many limitations, and the mainstream methods are now based on GAN implementations. Training is usually performed on datasets that do not contain paired face images. For example, training is performed on the CPM-Real dataset, which contains 3985 images with makeup on. It is noteworthy to expand on the MT domain, for example, to migrate the face makeup style while transforming the stickers and patterns at the same time. The implementation of this process is done with the help of supervised datasets, for example, CPM introduces both CPM-Synt-1 and CPM-Synt-2, and Snickers datasets in order to achieve the transfer of stickers and patterns. As an example, the division of the dataset of PSGAN++ uses face images of image size 512 x 512 as the dataset, of which 2000 are makeup images and 1000 are non-makeup images. The authors randomly selected 10% (200) of the makeup images and 10% (100) of the non-makeup images from them as test data, and the rest of the images were used for training and validation. For example, RAMT used a 361 x 361 image size as the data set, which contained 1115 non-makeup images and 2719 makeup images, with a full coverage of makeup styles, including natural and make-up, Korean makeup, and Japanese makeup. Finally, 100 of these non-makeup images and 250 makeup images were used as the test set, and the rest were used as training and validation. Thus, in general, 10% of the total image data is used for testing, and the remaining 90% is generally used for training and validation.

5 EVALUATION INDICATORS

At present, the evaluation of the effect of MT is mainly of two types. The first type is qualitative evaluation, that is, the effect of MT is judged by manual means. The second category is quantitative evaluation, which is more objective.

5.1 Qualitative evaluation

The effect of the MT is evaluated directly by means of the human eye. This way of evaluation is more subjective, mainly by observing whether the makeup is natural as a whole and whether the local details are properly handled. Comparison of details is made by the naked eye.

5.2 Quantitative evaluation

User style means that several researchers are selected to judge the final generated facial makeup images. This method generally considered the quality, realism, and similarity of makeup styles. This evaluation method is the most common in the field of MT.

6 PROSPECT

After a systematic review of the field, this paper considers the following possible directions for the future development of the MT field.

6.1 Multi-view consistent 3D face makeup transfer

Currently, MT methods end up generating 2-dimensional makeup application images. However, in reality, the evaluation of makeup effect should be multi-view, and a good makeup should have a good effect in several views. Therefore, the evaluation of the MT effect should also be multi-view, and currently, most methods apply makeup to the frontal face picture. In the field of MT, from the very beginning of simple pixel editing (dots) to the modification of local makeup effects (lines) and to the combination of subsequent makeup effects (faces), the trend of future development should be from the current 2-dimensional MT effect to the future 3-dimensional MT.

6.2 Building a high-quality makeup transfer dataset

The rapid development of a field is inseparable from excellent datasets. The development of datasets will largely promote the emergence of many new methods. For example, the previous generation of MT methods are mostly based on graphics processing and makeup paired datasets. In recent years, with the proposal of GAN and the emergence of a large number of unsupervised datasets, most of the current methods are implemented based on GAN and do not require paired datasets before and after makeup. However, most of the current makeup datasets have certain problems, such as insufficient quantity, low overall quality, low resolution etc. With the continuous proposal of various models, many large models
have good results, but the training of large models requires enough high-resolution facial makeup images. Therefore, the construction of high-quality datasets plays a critical role in the development of the entire field. Constructing high-quality MT datasets will be a research hotspot in the future, and with the emergence of high-quality datasets, a series of new methods will be generated to deal with MT tasks.

6.3 A way to change makeup with controlled intensity

At present, makeup conversion is mainly based on GAN, which is trained to generate high-quality makeup images. But the makeup intensity of the resulting image cannot be precisely controlled. The intensity of MT should be intensity controllable so as to ensure that different intensities of makeup are generated, which will provide more possibilities for the implementation of MT methods. The stable and controllable method provides technical support for the subsequent interactive application of MT, helping users to customise and obtain different MT strengths to form more makeup styles. Due to its unique training method, the GAN network is difficult to converge, and it is difficult to achieve stability and control. At present, there are also some attempts, such as introducing supervised datasets to help it converge, such as loading pre-training models and combining multiple tasks. Way. A stable and controllable MT method has great application value and is the focus of the next generation of MT methods.

6.4 Multi-make-up makeup transfer method

The so-called multi-make-up MT method refers to the ability to generate makeup that did not exist before on the basis of the original so as to further improve the diversity of makeup styles. For example, the new makeup is composed of the face colour of makeup A, the lip colour of makeup B, and the eye shadow style of makeup C. That is, it can be understood as the generation of a new makeup style. Currently, most methods in the field of MT can only perform MT on one reference image and one source image. If the MT of multiple reference images and one source image can be realised, makeup that is not originally available will be generated, which can further shorten the makeup required for trial. The task of makeup style generation has not received the attention of scholars, but this task has strong practicability and high landing value and can expand the original makeup style.

6.5 Makeup recommendation system

At present, there are a large number of different types of makeup styles, but for different people, the same person, different occasions, and even people’s moods, it is necessary to match the appropriate makeup to maximise the attractiveness of the appearance. In fact, due to the variety of makeup styles, choosing the right makeup is not an easy task. Second, because makeup looks different on different people’s faces, it is difficult to make up the style of makeup through personal imagination. At present, most of the MT methods are based on GAN, and the methods are relatively mature. Some makeup transfer methods have strong robustness and can achieve good results under complex poses and expressions. Works well even in the presence of shadows and occlusions. This paved the way for the development of the follow-up MT recommendation system. At present, the makeup change recommendation system is not yet mature, and it is difficult to give professional makeup suggestions. In previous years, there was a lack of makeup image datasets. In recent years, a large number of MT image datasets have been proposed and widely used. Therefore, MT recommendation system is an important research topic. With the development of modern aesthetics, more and more makeup looks appear, which makes people dazzling, and it is impossible to quickly choose the makeup that suits them. If it can be recommended by the machine, the practicality of makeup will be further improved.

7 SUMMARY

Since ancient times, people have had a keen interest in the beauty of the face. Makeup is an important means of enhancing facial beauty, and limited by various resources, people cannot exhaust all makeup styles. With the continuous development of makeup changing technology, it has made virtual fitting a reality. Therefore, MT technology has significant theoretical research value and commercial landing applications. We summarise the classic makeup methods for the first time. This paper provides a comprehensive survey and discussion of MT in recent years. First, we introduce the definition of MT. Then, we discuss about the classic MT methods. Second, the evaluation methods are introduced. The evaluation of the effect of MT is mainly of two types. And then, we compare the existing methods, and existing datasets are introduced. Finally, we discuss the current problems of previous makeup methods and the possible future directions.
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